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You are going to write a program that implements a neural network.  Your network will consist of an input layer, a single hidden layer, and a single output node.  All nodes in the hidden layer and also the output node will be threshold units; i.e. they will either fire or they will not.  Your program will be using a neural network with a single hidden layer to learn a single Boolean classification function.
The program should start by prompting the user for five inputs:
· The size of the hidden layer (i.e. the number of units in the hidden layer).
· The number of input features (all examples in the training set and test set will have the same number of real-valued input features).
· The name of a file specifying training examples.
· The number of iterations through all the training examples (your program will be using this fixed number instead of stopping when some criterion is satisfied).
· The learning rate to be used to update weights in the neural net.

The program should start off with all of the regular weights (from the input nodes to the hidden nodes and the hidden nodes to the output node) set to 1; the bias weights should all be set to -1.
The program should read all of the data in the training file.  Each line of the training file represents a single training example and will consist of real valued numbers separated by whitespace.  The last number in each line will be a 1 or a 0, representing inclusion in or exclusion from some class (the one being learned).  All of the other numbers represent the values of attributes.  The number of columns in every line will therefore be the one greater than the second value entered by the user.  (If this is not the case, your program can specify some sort of warning and exit.)  After all entries are read from the file, the program should specify the number of training examples read, and then iterate the specified number of times using the back-propagation method discussed in class to update (i.e. learn) all the weights in the network.

After the training phase is finished, the program should prompt the user for the name of a file specifying test examples.  The format of this file is exactly the same as the format of the training file.  The program should read each example and apply the trained neural network to predict whether or not the example belongs to the class.  As with the training file, the true classification is specified at the end of each row.  Your program should keep track of how many true and false classifications are predicted correctly and incorrectly.
When the testing phase is complete, your program should output the number of test examples, the overall accuracy of the system, and the precision and recall for the category being learned.  These evaluation metrics will be discussed in class.
