Artificial Intelligence

Spring 2005
Homework #4
(1) R&N Problem 22.5 (explain your answers)
(2) Consider the already somewhat augmented grammar ε1 (the grammar we went over in class that uses augmentations to distinguish between subjective and objective noun phrases).  The grammar still allows sentences such as "The wumpus stink", "The wumpus are dead", "The wumpuses stinks", and "The wumpuses is dead".  I am as assuming that the plural of "wumpus" is "wumpuses", but these sentences are still wrong, because they use plural nouns with singular verbs or vice versa.  Starting with grammar ε1, add additional augmentations involving a variable called number that can take the values Plural or Singular to handle this type of subject/verb agreement.
(3) Consider the grammar ε0, given in Figure 22.4 of the text, and the associated lexicon given in Figure 22.3.

Assume that verbs have multiple tenses, and since "shoot" is an acceptable verb, so is "shoots".

Now consider the sentence:  "The agent shoots the wumpus in the pit."

Show that this sentence is legal but ambiguous according to the provided grammar.  Do this by drawing two legal parse trees for the sentence, and explain meaning associated with each parse tree.

(4) R&N Problem 23.11 (make sure to check out the book’s description of fertility)

(5) Answer the following questions:

(a) What is a “bag of words” approach?  Name at least one advantage and one disadvantage of this type of approach

(b) Why is overall accuracy not an appropriate evaluation measure for information retrieval systems?  Why is recall hard to approximate?

(c) In my own research, I have found that SVMs tend to work better for binary text categorization tasks (i.e. tasks involving independent categories, such that a separate YES/NO decision is required for each category) than for text categorization tasks involving multiple mutually exclusive and exhaustive categories (i.e. tasks involving a set of categories such that each document must be assigned to exactly one category).  Why might this be the case?

