Programming Languages
Spring 2004

Homework #1

This assignment asks you to write two programs (the concepts involved are somewhat related).  Both programs will be graded according to correctness, elegance, and efficiency.  Hints for both programs will be discussed in class!

Program #1:

Write a program that allows the user to enter an integer.  You can assume the user will enter a valid integer whose absolute value is less than 2 billion (i.e. it will fit in a 32-bit signed integer variable).  The program should then display the binary bits of the number twice and the binary bits of the two's complement of the number twice!  Use two functions two display the binary bits, one that determines the bits using an iterative (i.e. non-recursive) solution, and one that determines the bits using a recursive solution.  Do NOT actually compute the bits; remember, as soon as the user enters the number, it is immediately stored in binary in the computer's memory.  Use the various bitwise operators discussed in class to display these bits one at a time.  Do not display leading zero's (although if the number is exactly zero, display zero once).

Here are three sample runs:

Enter an integer: 1023

Binary according to iterative function: 1111111111

Binary according to recursive function: 1111111111

Two's complement according to iterative function: 11111111111111111111110000000001

Two's complement according to recursive function: 11111111111111111111110000000001
Enter an integer: -10

Binary according to iterative function: 11111111111111111111111111110110

Binary according to recursive function: 11111111111111111111111111110110

Two's complement according to iterative function: 1010

Two's complement according to recursive function: 1010

Enter an integer: 0

Binary according to iterative function: 0

Binary according to recursive function: 0

Two's complement according to iterative function: 0

Two's complement according to recursive function: 0

Program #2
Write a program that allows the user to enter the name of a file.  Assuming the file exists and can be opened, the program should assume that the first line consists of a single integer specifying the number of lines that follow.  The remaining lines each contain two strings separated by white space; the first string will be exactly one of the three strings "binary", "decimal", and "hexadecimal" and the second string will be a string of valid, allowable digits of the specified base representing a positive integer that can be assumed to be less than four billion (i.e. it will fit in a 32-bit unsigned integer variable).  After reading in all of the information, the program should convert all of the numbers to decimal, sort the numbers (any reasonable O(N2) sort is fine), and display the final sorted list (including the original base and string and also the decimal value of each number).  For example, let's say that the file sample.txt contains the following data:

8

hexadecimal f90b

decimal 1000

decimal 25

binary 10101111000101011

binary 1111111111111111

hexadecimal 11000011

hexadecimal f

decimal 4000000000

Then a sample run may look like this:

Enter name of input file: sample.txt

hexadecimal f = decimal 15

decimal 25 = decimal 25

decimal 1000 = decimal 1000

hexadecimal f90b = decimal 63755

binary 1111111111111111 = decimal 65535

binary 10101111000101011 = decimal 89643

hexadecimal 11000011 = decimal 285212689

decimal 4000000000 = decimal 4000000000

Your programs must compile and run on one of Cooper Union's systems (either magnum or robin).  Email me your code (to sable2@cooper.edu).
