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Spring 2004

Homework #4
(1) Create an approximation of your own decision tree for the Restaurant problem.  Come up with a set of five to ten attributes and possible values for them, and draw a tree that approximates your decision making process.

(2) For the set of examples in Figure 18.3 in the book, we have seen the information gain for the attributes Type and Patrons at the root of a decision tree.

(a) Compute the information gain for the attribute Price.

(b) Assume that Patrons is chosen for the attribute at the root of the tree.  Compute the information gain when we recursively apply the decision tree algorithm to the child of the root corresponding to the value of Full for Patrons.

(c) Would it make sense to compute the information gain for the other children of the root?  Why or why not?

(3) R&N Problem 18.5
(4) The first several problems we considered involving a box of candy considered a hypothesis space containing five possible hypothesis h1 through h5, representing different proportions of cherry and lime candies.  Assuming that h5 (all lime) was the true hypothesis, we examined what would happen as one lime after another is unwrapped; h5 became more and more likely and soon dominated the other hypotheses (despite the prior probabilities).  After seeing many limes and no cherries, which of the hypotheses are still possible?  Would a Bayesian learning algorithm assign a non-zero probability to the next candy being cherry?  How about a MAP learning algorithm?  How about a maximum-likelihood learning algorithm?
(5) R&N Problem 20.4
(6) R&N Problem 20.11
