Artificial Intelligence

Spring 2004

Homework #3
(1) R&N Problem 13.6 (Note that part (a) is asking you for a single probability, where as parts (b) through (d) are asking you for probability distributions.)
(2) R&N Problem 13.8 plus additional questions:
(a) Answer Problem 13.8 as expressed in the book (just give the probability that you have the disease given that you test positive).

(b) Consider whether it may be useful to repeat the test for the disease multiple times.  Express a reasonable assumption under which it would be useful.  Express another reasonable assumption under which it would not be useful.

(c) Using your answer to part (a) and provided information, use Bayes' rule to determine the unconditional probability that a person of your age group tests positive for the disease.

(3) Consider Figure 14.2 in the text (the Bayesian network we used in class for many examples):
(a) What is the Markov blanket of each node in the Network?   What does each Markov blanket say about the node in question (i.e. express the related conditional independence assertion)?

(b) Are any nodes in the network completely independent of each other?  If so, which?

(c) Name at least two (significantly different) assumptions implied by the network that may not be true in the real world.
(4) R&N Problem 14.2 (parts (a) through (d) only, not part (e).)
(5) R&N Problem 22.5 (explain your answers.)

(6) Consider the already somewhat augmented grammar ε1 (the grammar we went over in class that uses augmentations to distinguish between subjective and objective noun phrases).  The grammar still allows sentences such as "The wumpus stink", "The wumpus are dead", "The wumpuses stinks", and "The wumpuses is dead".  I am as assuming that the plural of "wumpus" is "wumpuses", but these sentences are still wrong, because they use plural nouns with singular verbs or vice versa.  Starting with grammar ε1, add additional augmentations involving a variable called number that can take the values Plural or Singular to handle this type of subject/verb agreement.
